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o set Py of parametrizations with architecture N := (d, Ny, ..., Ny_y, D) € N¥*! “Local minima in the parameter space induce local minima “For sufhiciently large architectures the local minima of a

L in the realization space.” regularized neural network optimization problem are almost

. N, XN_1 N
Py = H (]R X R E) optimal.”
(=1 Implication 1. Let £: C(RY,R”) — R be a loss function

e affine mappings Wy(x) := Apx + by and realization map and I'y € €2 be a local min. of £ o R on {2 with radius » > 0, Implication 2. Let A be a quasi-convex regularizer and
then R(I,) is a local min. of £ on R(€2) with radius r’ = (£)!/. g If ANF)<(C
R: Py — C(RYRP) —_— _— UMD =)
O = ((Ap, b))E, — R(O) :== Wi o ReLU oW, _; ... ReLU oW, (2%, y°) 7%, y°)

be compact in the || - ||-closure of [ Jy R(Px). We denote
Oy :=4{P € Py: A(R(DP)) < C'}.
Then there 1s an architecture NV, such that for every local min.

Inverse Stability 4 ’ [ of minpeg,  L(R(I")) with radius at least 7 it holds that
L(R(,) < min L(R(I)) +e.

o FEQN&T

“Given R(I') and R(©) that are close, does there exist a parametrization ¢ with

R(P) = R(O) such that [ and ® are close?” Figure: counter-example without inverse stability

Main Theorem

1

The realization map is (4, 5) inverse stable w.r.t. | - [y on

NN = {@ c Pn: O = (([a1| SO ‘am]T7 0)7 ([Cl‘ s ‘CWLO))}

(biasless two-layer networks) regularized such that

Definition. Let Q2 C Py. The realization map is (s, a) inverse stable on €2 w.r.t.
| - ||, if for every I' € Q and g € R(€2) there exists & € ) with

R(®) =g and |[[®—T < sllg—R(I)]".

he weights are balanced, i.e. ||aills = ||¢i|oo,

here are no redundant directions, i.e. a; |{ a;, and

he last two coordinates of each a; are strictly positive.

Failure - Exploding Gradient

— — — —
o — (O, O) S ./\/(27271)
e () := kReLU({(k,0), x))

K ReLU(((k, —L), )

Failure - Redundant Directions

o] = Lo (1,1) EMQQl)
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