
Mathematical Capabilities of (Chat)GPT

The GHOSTS > miniGHOSTS > 
microGHOSTS dataset

•  1600+ datapoints on various question types (devise proofs at 

different levels of difficulty, fill in holes in existing proofs, finding 

mathematical definitions and named theorems,  integration etc.)

• three versions of (Chat)GPT: 9-January-2023, 30-January-2023 

(“improved factuality and mathematical capabilities” according to 

OpenAI’s release notes), and GPT-4 

• GHOSTS:

Bad Examples
ChatGPT (version 9-January-2023) gets it wrong:

Novel Benchmark for Mathematics in 
Natural-Language

• Sankey diagram shows: grades are 
increasing
30-Jan-23 version (“improved fac-
tuality and mathematical capabili-
ties”) doesn’t show a big increase

• use MSC codes to identify math 
subdomains

Average ratings on the GHOSTS dataset for ChatGPT and on the miniGHOSTS dataset for GPT-4. We show the rating for 
each file from each of the six subdataset that make up (mini)GHOSTS, as well as the averages on the entire subdatasets. 

We consider 3.5 to be a passing grade. All models struggle on competitive mathematics.

Check out the latest version at arXiv.org 
https://arxiv.org/abs/2301.13867, or on our website 
ghosts.friederrr.org (see QR code) for more 
Information, diagrams about this project as well as 
media reports on our research

What kind of (grad-level, 
Olympiad) mathematics 
can LLMs do and how 

do we measure it?
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• Leaderboard: Use microGHOSTS and test your own model

• traditional benchmarks are binary
• we introduce a fine-grained benchmark: our error codes, warning 
codes tells us not just THAT it failed but HOW it failed

Version Improvements, Results, and a Good 
Example

GPT-4 also gets things wrong:

• LLMs have best performance when 
used as a search engine, see 
example below

• GPT-4 outperformed on specialized 
tasks (integration) by specialized 
models (w.r.t. MATH dataset)

GPT-4 gets it right:

https://arxiv.org/abs/2301.13867
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